
Real Time Secondary Vertexing at CDF

J. Adelman a, A. Annovi b, M. Aoki c, A. Bardi b, J. Bellinger d, M. Bitossi b, M. Bogdan a,

R. Carosi b;1, P. Catastini b, A. Cerri e, S. Chappa f , M. Dell'Orso b, B. Di Ruzza h,

I. Furic a, P. Giannetti b, P. Giovacchini b, T. Liu f , T. Maruyama c, I. Pedron g,

M. Piendibene b, M. Pitkanen f , B. Reisert f , M. Rescigno h, L. Ristori b, H. Sanders a,

L. Sartori g, M. Shochet a, B. Simoni b, F. Spinella b, S. Torre b, R. Tripiccione g, F. Tang a,

U. K. Yang a, A. M. Zanetti i
aEnrico Fermi Institute, University of Chicago, Chicago, IL 60637, USA

bINFN, Sezione di Pisa, I-56127 Pisa, Italy
cUniversity of Tsukuba, Tsukuba, Japan

dUniversity of Wisconsin, Madison, WI 53706, USA
eLBNL, Berkeley, CA 94720, USA
fFermilab, Batavia, IL 60510, USA

gINFN, Sezione di Ferrara, I-44100 Ferrara, Italy
hINFN, Sezione di Roma, I-00173 Roma, Italy
iINFN, Sezione di Trieste, I-34012 Trieste, Italy

Abstract

The Online Silicon Vertex Tracker (SVT) is the trigger processor dedicated to the 2-D reconstruction of charged
particle trajectories at the Level 2 of the CDF trigger. As the Tevatron luminosity rises, multiple interactions
increase the complexity of events and thus the SVT processing time, reducing the amount of data CDF can record.
The SVT upgrade aims to increase the SVT processing power to restore at high luminosity the original CDF Data
Acquisition capability. In this paper we review the tracking algorithms implemented in the SVT and we report on
the �rst step in the SVT upgrade.
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One challenge in the Collider Detector at Fermi-
lab (CDF) experiment [1] is to extract signals of
interest e�ciently from much larger backgrounds.
The total inelastic p�p cross-section at the Tevatron
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is about 50 mb, while the b-quark cross-section
within CDF's acceptance (transverse momentum
pT > 6 GeV/c, rapidity jyj < 1) is about 10 �b,
and the t-quark cross-section is about 5 pb. At
luminosities above 0.35�1032 cm�2s�1, the mean
number of interactions per beam crossing exceeds
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1. Reducing the 1.7 MHz beam-crossing rate to the
70 Hz DAQ output rate implies a trigger rejection
of 25000.
Good background rejection in the trigger re-

quires the fast identi�cation of distinctive signa-
tures. In the CDF trigger, many important sig-
natures exploit fast charged-particle track recon-
struction in the bending plane of the spectrometer,
transverse to the beam axis.
CDF uses a three-level trigger. On each beam-

crossing (396 ns), the entire front-end digitizes. A
5.5 �s pipeline of programmable logic forms ax-
ial drift chamber tracks and can match these with
calorimeter and muon-chamber data. On Level 1
accept, front-end boards store the event to one of
four bu�ers. Level 2 processing, with about 30-40
�s latency, adds fast o�ine quality silicon tracking
and calorimeter clustering. The �nal Level 2 de-
cision is made in software on a single-board com-
puter to provide full exibility in the �nal selec-
tion. At Level 3, a farm of 250 commodity PCs
runs full event reconstruction. This is the �rst stage
at which three-dimensional tracks (e.g. for invari-
ant mass calculation) are available. Events passing
Level 3 are written to disk.
Output rates at L1/L2/L3 are approximately

25000/350/70 Hz. Silicon tracking at L2 allows
CDF to collect large samples of fully hadronic
bottom and charm decays, by requiring two drift
chamber tracks at L1, requiring each track to have
a signi�cant (at least 100 �m) transverse impact
parameter at L2, and performing full software
tracking at L3 to con�rm the hardware tracking.
CDF's Level 1 drift chamber hardware track pro-

cessor, XFT [2], with a latency of 1.9 �s, �nds
tracks of pT > 1:5 GeV/c with 96% e�ciency.
XFT's resolutions, �(pT ) = 0:017 � p2T GeV/c and
�(�0) = 5 mrad, are only a factor 10 coarser than
those of the o�ine reconstruction.
For each event passing Level 1, the Silicon Ver-

tex Trigger (SVT) [3] associates each XFT track
with silicon hit data from four detector planes, and
produces a transverse impact parameter measure-
ment of 35 �m resolution (50 �m when convoluted
with the beam spot) with a mean latency of 25-
30 �s, 9 �s of which spent waiting for the �rst
silicon data. SVT's impact parameter resolution
for pT � 2 GeV/c is comparable to that of o�ine

tracks that do not use Layer 00 (mounted on the
beam pipe), which is not available in SVT. The
resolutions on the other transverse parameters are
�(pT ) = 0:003 � p2T GeV/c and �(�0) = 1 mrad.
The SVT is a system of 150 VME boards con-

taining FPGAs, RAMs, FIFOs, and one ASIC de-
sign. CPUs are used only for initialization and
monitoring.
Three key features allow SVT to carry out in

15 �s a silicon track reconstruction that typically
requires about 0.1 s in software: a highly paral-
lel/pipelined architecture, custom VLSI pattern
recognition, and a linear track �t in fast FPGAs.
The silicon detector's modular, symmetric ge-

ometry tends itself to parallel processing. SVT's
�rst stage, converting a sparsi�ed list of channel
numbers and pulse heights into charge-weighted
hit centroids, processes 12�6�5 (azimuthal � lon-
gitudinal � radial) silicon planes in 360 identi-
cal FPGAs. The overall structure of SVT reects
the detector's 12-fold azimuthal symmetry. Each
30� azimuthal slice is processed in its own asyn-
chronous, data-driven pipeline that �rst computes
hit centroids, then �nds coincidences to form track
candidates, then �ts the silicon hits and drift cham-
ber track for each candidate to extract circle pa-
rameters and a goodness of �t.
In SVT's usual con�gurations, a track candidate

requires a coincidence of an XFT track and hits
in four (out of �ve available) silicon layers. To de-
�ne a coincidence, each detector plane is divided
into bins (\superstrips") of programmable width,
about 500 �m. For each 30� slice, the set of 32000
most probable coincidences (\patterns") is com-
puted o�ine in a Monte Carlo program and loaded
into 256 custom VLSI associative memory (AM)
chips. For every event, each binned hit is presented
in parallel to the 256 AM chips, and the hit mask
for each of the 128 patterns per chip is accumu-
lated in parallel. When the last hit has been read, a
priority encoder enumerates the patterns for which
all layers have a matching hit. The processing time
is thus linear in the total number of hits in each
slice and in the number of matched patterns. Ac-
tually, the last matched pattern is read out only a
few clock cycles after the hit readout is completed.
There is no exact linear relationship between the

transverse parameters (curvature c, azimuthal an-
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gle �, transverse impact parameter d) of a track in
a solenoidal �eld and the coordinates at which the
track meets a set of detector planes. However for
pT > 2 GeV/c, jdj < 1 mm, j�j < 15�, a linear ap-
proximation is valid within a few percent. By lin-
ear regression to Monte Carlo data, we derive the
coe�cients and the intercepts relating the trans-
verse parameters to the four silicon hits and the two
parameters (curvature and azimuthal angle) mea-
sured by XFT, cXFT and �XFT . The same regres-
sion produces the coe�cients and intercepts cor-
responding to the �t's 3 degrees of freedom, with
which we calculate the three constraints and the
�2.
In the start-of-run download, all the constants

are precomputed at the edge of each pattern and
stored. For each pattern, the �tter board computes
corrections to the parameters and constraints with
respect to the pattern edge, using 8-bit multipli-
cation in 6 parallel FPGAs, in 300 ns per �tted
track. Tracks passing a goodness-of-�t cut �2 < 15
propagate downstream.
The most critical parameter provided by the

SVT is the transverse impact parameter with re-
spect to the beam axis. The SVT is supposed to
work with the beam in its nominal position, i.e.,
parallel to the z axis of the CDF detector and at
x = 0 and y = 0. In practice, some misalignments
and time variations of the beam position are pos-
sible, thus, corrections are needed. The beam posi-
tion in the transverse plane can be calculated using
the correlation between d and �. If the beam-spot
position in the transverse plane is (x0; y0), the re-
lationship between d and � for primary tracks is
d = �x0 sin(�)+ y0 cos(�). The impact parameter
with respect to the position of the beam is d0 =
d + x0 sin(�) � y0 cos(�). The average beam posi-
tion and the impact parameter correction are per-
formed online by �tting data. Figure 1 shows the
d�� correlation for online track candidates which
satisfy a cut �2 < 15.
The SVTprocessing time increases as the instan-

taneous luminosity of the Tevatron increases. Mul-
tiple interactions in the same accelerator bunch
crossing increase the number of silicon hits, and
thus increase the time to process all of them. A
more serious problem is the increase in the number
of track candidates to be �tted. In each pattern,

Fig. 1. Impact parameter versus azimuthal angle for can-
didate tracks with �2 < 15.

the number of required �ts (combinations) is the
product of the number of hits in each silicon layer.
As the hit density in the silicon increases, the num-
ber of �ts can become quite large.
The SVT upgrade [4] aims to both reduce the

number of �ts and perform each �t more quickly.
The latter is achieved by increasing the speed of
the track �tting boards. To achieve the former, the
maximum number of patterns per azimuthal slice
is increased from 32000 to 128000 in a �rst step,
and to 512000 in a second step. This allows a fac-
tor two smaller width for the superstrips without
reducing the pattern coverage and the SVT e�-
ciency. Smaller superstrips contain a smaller num-
ber of silicon hits and therefore a smaller number
of track candidates processed by the track �tter.
The increase in the number of patterns is

achieved with a new AM system (AM++) [5],
based on a redesigned and more powerful AM
board. The new track �tter boards (TF++), can
handle the larger number of patterns and are
implemented on \Pulsar" hardware [6], mostly
porting the FPGA algorithm of the old board.
The Pulsar operates at a 70 MHz clock speed
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Fig. 2. Average SVT processing time versus instantaneous
luminosity, before (full dots) and after (open circles) the
upgrade

(vs. 30 MHz for the old board), thus signi�cantly
reducing the overall processing time.
The �rst step in the SVT upgrade uses a par-

tial increase in the number of patterns, to 128000
per azimuthal slice. This provides a smaller im-
provement than the full increase at 512000 pat-
terns, but still signi�cant. Figure 2 shows the aver-
age SVT processing time at di�erent Tevatron in-
stantaneous luminosities, before the upgrade (full
dots) and after the �rst step (open circles).
The gain in the SVT processing time is about

12 �s at about 1032 cm�2 s�1 instantaneous lumi-
nosity. This gain is due to the reduced number of
�ts per event (7 �s) and the faster electronics (5
�s). Figure 3 shows the fraction of events requiring
more than 50 �s for the SVT processing. Because
of the limited event bu�ering in the data acquisi-
tion at Level 2, uctuations in the processing time
are important, and are the main cause of Level 2
dead time, as shown by simulation programs. We
observe a fractional tail of 3% at 1032 cm�2 s�1

instantaneous luminosity. For comparison, the re-
sult from a detailed simulation of the full upgraded

Fig. 3. Fraction of events with SVT processing time > 50
�s versus instantaneous luminosity, before (full dots) and
after (open circles) the upgrade

SVT (with 512000 patterns) at 3�1032 cm�2 s�1 is
6.6%.
The reduction of both the average and the frac-

tional tails of the SVT processing time has allowed
an increase of the Level 1 output rate from 20 to 25
kHz without any increase of the dead time (5%).
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